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SUMMARY OF COMPLETED PROJECT

Program svnthesis is the systematic derivation of a computer program to meet a given speci-
fication. The specification is a general description of the purpose of the desired program. while the
program is a detailed description of a method for achieving that purpose.

The method is based on a deductive approach. in which the problem of deliving a program
is regarded as one of proving a mathematical theorem. The theorem expresses the existence of an
object meeting the specified conditions. The proof is restricted to be sufficiently constructive to
indicate a method foi finding the desired ontput. That method becomes the basis for a program.
which is extracted from the proof.

The emphasis of the work has been on antomating as much as possible of the program derivation
process. Theorem-proving methods particularly well-suited to the program synthesis application
have been developed. An interactive program-derivation system has been implemented. Applica-
tions to database management and planning have been investigated.

Reactive programs are programs whose role is to maintain an on-going interaction with their
environment, rather than to produce a computational final result on termination. Programs belong-
ing o this class are usually described by some of the attributes: concurrent. distributed, real-time.
and tvpical examples of such programs are: embedded programs. communication networks, control
programs of nindustrial plants. operating systems, real-time programs, etc. Clearly, the correct and
reliable construction of such programs is one of the most challenging programming tasks existing
today.

Due to the special character of these programs. the formal approach to their specification and
development must be based on the study of their behavior, rather than on the function or relation
thev compute, an approach which is adeqnate for computational and sequential programs.

Formal methods were developed for the specification, verification and development of reactive
proerais. based on the formalism of temporal logic that has been specifically designed to reason
about beliaviors of reactive programs.

TECHNICAL INFORMATION
REACTIVE SYSTEMS
e Temporal Proof Methodology for Reactive Systems ([MP2].[MP5],[MP6])

We studied in detail the proof methodologies for verifving temporal properties of concurrent
proerams. Correspouding to the main classifieation of tenporal properties into the rlasses of saf ty
anil fire s . properties. appropriate proof principles were presented for each of the classes.

We developed proof principles for the establishment of safety properties. We showed that
ossentially there is only one such principle for safety proofs. the invariance principle, which is a
seneralization of the method of intermediate assertions. We also indicated special cases under
which these assertions can be found algorithmically.




The proof principle that we developed for liveness properties is based on the notion of well-
founded descent of ranking functions. However. because of the nondeterminancy inherent in concur-
rent computations, the well-founded principle must be modified in a way that is strongly dependent
on the notion of fairness that is assumed in the computation. Consequently, three versions of the
well-founded principle were presented. each corresponding to a different definition of fairness.

We illustrate the application of these rules on several examples. We suggest concise presenta-
tions of complex proofs nsing the devices of transition tables and proof diagrams.

¢ Formal Approaches to the Construction of Correct Reactive Programs ([MP7])

Reactive programs are programs whose role is to maintain an on-going interaction with their
environment. rather than to produce a computational final result on termination. Programs belong-
ing to this class are usually described by some of the attributes: concurrent. distributed. real-time.
and tvpical examples of such programs are: embedded programs. communication networks. control
programs of industrial plants. operating svstems. real-time programs. etc. Clearly, the correct and
reliable construction of such programs is one of the most challenging programming tasks existing
todav,

Due to the special character of these programs. the formal approach to their specification and
development must be based on the study of their behavior. rather than on the function or relation
they compute. an approach which is adequate for computational and sequential programs.

We developed formal methods for the specification. verification and development of reactive
programs. based on the formalism of temporal logic that has been specifically developed to reason
about behaviors of reactive programs.

Among the topics we investigated are:

» Modeling reactive programs as fair trausition svstems.

s The language of temporal logic and its usage for the specification of program properties
and svstem requirements.

s .\ classification of specifications into the classes of safety properties, rcsponsiveness prop-
erties, elc,

» Merhodologies for formal verification of the safety properties of a reactive program. and
development approaches derived from them.

» Methodologies for formal verification of the respousiveness properties of a reactive program,
and derived development approaches.

['he case of finite-state programs and automatic verification tools for this case.
e Tools and Rules for the Practicing Verifier ({MP3]).[MP4])

Wedeveloped a minimal proof theory which is adequate for proving the main important tempo-
ral properties of reactive programs. The properties we consider consist of the classes of invariance,
response . and precedence properties. For each of these classes we present a small set of rules that
is complete for verifying properties belonging to this class. We illustrate the application of these
roles by analyvzing and verifving the properties of a new algorithm for mutual exclusion.
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AUTOMATED DEDUCTION
e TABLEAU, An Interactive Graphic Deductive System ({BMW])

We have collaborated with a team in developing an interactive theorem prover. TABLEAU,
based on the deductive-tableau framework. lmplemented on an Apple Macintosh computer, the
system exploits the graphical interface of that machine in communicating with the user. Rather
taan relving on the kerboard. the nser may select with a mouse which step in the proof to attenipt
next. Although directing the proof is the responsibility of the user. the svstem intervenes if the
user attempts an illegal step. The system can construct proofs in propositional and predicate logic.
in theories of the nonncgative integers. trees, and tuples. and in new theories introduced by the
user.

The system has a combination of features lacking elsewhere. In particular,

It cau handle theorems with both universal and existential quantifiers.
s [t can produce prools by mathemarical induction. including well-fonnded induction.

= [t has special provisions for reasoning about equality. Furthermore. the convenient interface
of the svstem makes it far easier to wse in constructing a detailed proof than it is to prove
the same result by hand. a feature unfortunately not shared with many syvstems.

The system has been augumented in several directions:

e lutroduce the capubility of adding new deduction rules. This would facilitate the applica-
tion of the svstem to new theorijes.

= [ntroduce a facility for extracting information from proofs. This information could be a
progran. a plan. or a database transaction.

s Allow the gradual antomation of the systen. In particular. we would like to automate
certain routine awd repetitive aspects of the proof process.

We are al.oin the process of developing an interactive program svuthesis svstem, based on our
dedietive techniques for program synthesis.

¢ A Resolution Approach to Temporal Proofs ([AM?2])

A novel proof svstem for temporal logic was developed. The system is hased on the classi-
cal non-clansal resolution method. and involves a special treatment of quantifiers and temporal
operafors.

Soundness and completeness issues of resolution and other related svstems were investigated.
While no effective prool method for temporal logic can he complete. we established that a simple
extension of the resolwtion svstem is as powerful as Peano Arithmetic.

We have investigated the use of the svstem for verifving concurrent programs. We also provided
analogornts resoluntion svstems for other useful modal logics. such as certain modal logics of knowledge
and beliel.




¢ Logic: The Calculus of Computer Science ({MW2])

The research papers in which we have presented the deductive approach to program syntliesis
has been addressed to the usual academic readers of the scholarly journals. In an effort to make rhis
work accessible to a wider audience. inchiding computer science undergraduates and programmers,
we have developed a more elementary treatment in the form of a book. The Logical Basis for
Computer Programming. Addison -Wesley.

This book requires no computer programming and no mathematics other than an intuaitive
understanding of sets, relations, functions. and numbers: the level of exposition is elementary.
Nevertheless, the text preseuts some novel research results. including

» theories of strings. trees. lists. finite sets and bags. which are particularly well suited to
theorem-proving and prograni-svnthesis applications:

s formalizations of parsing. infinite sequences. expressions. substitutions. and unification:
s a nonclausal version of skolemization:

s a treatment of mathematical induction in the deductive-tableau franmework.

DEDUCTIVE SYNTHESIS
¢ The Deductive Synthesis of Computer Programs ([M\1})

Program synthesis is the svstematic derivation of a computer program to meet a given spec-
ification. Here the specification is a general description of the purpose of the desired program.
while the program is a detailed description of a method for achieving that purpose. The particular
emphasis of this project is on the development of deductive techuniques. i.e., techniques based on
theorem proving. for program svuthesis. These teclhiniques are amenable to automatic implemeunta-
tion. but may be used interactively or for the precise communication of derivations discovered by
frand.

Some achievements of the project are as follows:

s Svnthesis of a class of recursive unification algorithms (algorithms for finding a common
instance of two expressions).

s Development of a situational logic for the synthesis of nonapplicative programs (programs
with side effects).

o [ntroduction of deduction rules giving accelerated performance for relations of special im-
portance to program syvnthesis (such as equality and ordering relations).

e Svnthesis of a class of real-number algorithms emploving the binary-search technique (such
as binarv-search sqnare-root algorithm).

o Completion of a survev summarizing on a popnlar level the deductive approach to program
svnthests,




REAL-TIME SYSTEMS
¢ Real-Time Reasoning in Temporal Logic ([AH1])

We introduce a real-time temporal logic for the specification of reactive svstems. The novel
feature of our logic, TPTL (Time Propositional Tempoval Logic), is the adoption of temporal
operators as quantifiers over time variables: every modality binds a variable to the time(s) it refers
to.

TPTL is demonstrated to be both a natural specification language as well as a suitable for-
malism for verification and svnthesis. We present a tableau-hased decision procedure and maodel-
checking algorithm for TPTL. Several generalizations of TPI'l. are shown to be highly undecidable.

o Real-time Logics: Complexity and Expressiveness ([AH2])

The theory of the natural numbers with lincar order and monadic predicates underlies propo-
sitional linear temporal logic. To study temporal logics for real-time systems. we combine this
classical theory of infinite state sequences with a theory of time. via a monotonic function that
maps every state to its time. The resulting theory of timed state sequences is shown to be decid-
able. albeit nonelementary, and its expressive power is characterized by Omega-regular sets. Several
more expressive variants are proved to be highly undecidable.

This framework allows us to classify a wide variety ol real-time logics according to their com-
plexity and expressiveness. In fact. it follows that most formalisms proposed in the literature
cannot be decided. We are. however. able to identifv two elementary real-time temporal logics
as expressively complete fragments of the theorv of timed state sequences. and give tableau-based
decision procedures. Consequently. these two formalisins are well-suited for the specification and
verification of real-time systems.

¢ Proving Properties of Real-Time Systems ({ll1])

We introduced a novel extension of propositional modal logic that is interpreted over Kripke
structures in which a value is associated with every possible world. These values are. however.
not treated as full first-order ohjects: thev can he accessed only by a very restricted form of
quantification: the “freeze” quantifier binds a variable to the value of the current world. e
present a complete proof system for this (“half-ordcr™) modal logic.

As a special case, we obtain the real-time temporal logic TPTL of [AH1]: The models are
restricted to infinite sequences of states. whose values are monotonically increasing natural num-
bers. The ordering relation between states is interpreted as temporal precedence. while the value
associated with a state is interpreted as its “real” time. We extend our proof system to be complete
for TPTL, and demonstrate how it can be used to derive real-time properties of reactive systems.

Other applications of the freeze quantifier are in dyvnamic logic and epistemic logics.

e Temporal Proof Methodologies for Real-time Systems ([HMP})

We extend the specification language of temporal lugic. the verification framework. and the un-
derlving computational model to deal with real-time properties of concurrent and reactive systems.
A global, discrete. and asynchronous clock is incorporated into the model by defining the abstracs
notion of a real-time transition system as a conservative extension of traditional transition systen:
qualitative fairness requirements are replaced (and ~uperseded) by quantitative lower-hound an
upper-honnd real-time requirements for transitions.




We show how to model programs that communicate either through shared variables or by
message passing, and how to represent the important real-time constructs of priorities {interrupts).
scheduling. and timeouts in this framework.

Two stvles for the specification of real-time properties are presented. T'he first stvle uses
bounded versions of the temporal operators: the real-time requirements expressed in this stvle are
classified into bounded-invariance and bounded-response properties. The secoud specification stvle
allows explicit references to the current time through a special clock variable.

Corresponding to the two styles of specification. we present two very different proof methodolo-
gies for the verification of real-time piroperties expressed in these stvies. For the bounded-operators
style. we provide proof rules to establish lower and upper real-time bounds for response properties
of real-time transition systems. For the erplicit-clock style, we exploit the ohservation that when
given access to the clock. every real-time property can be reformulated as a safety property. and
use the standard temporal rules for establishing safety properties.

THEORY OF PROGRAMMING
e Logic Programming Semantics: Techniques and Applications ([131]-[B3])

[t is cenerally agreed that providing a precise formal semantics for a programming language is
helpful in fullv understanding the language. This is especially true in the casc of logic-programming-
like languages for which the underlying logic provides a well-defined but insufficient semantic basis.
Indeed. in addition to the usual model-theoretic semantics of the logic. proof-theoretic deduction
plavs a crucial role in understanding logic programs. Moreover. for specific implementations of
logic programining. ¢.g. PROLOG, the notion of deduction stategy is also important.

We provided semantics for two types of logic programming languages and develop applications
of these semantics. First. we propose a semantics of PROLOG prograius that we use as the basis of
a proof method for termination properties of PROLOG programs. Second. we turn to the temporal
logic progranuning language TEMPLOG of Abadi and Manna. develop its declarative semantics. and
then use this semantics to prove a completeness result for a fragment of temporal logic and to study
TEMPLOG s expressiveness.

[n our PROLOG semantics, a program is viewed as a function mapping o goal to a finite or
infinite sequence of answer substitutions. The meaning of a program is then given by the least
solution of a svstem of functional equations associated with the program. These equations are
raken as axioms in a first-order theory in which various program propertices. especially termination
or non-termination properties, can be proved. The method extends to rro1LOG programs with
extra-logical features such as cut.

For TEMPLOG, we provide two equivalent formulations of the declarative semantics: in terms
of a minimal temporal Herbrand model and in terms of a least fixpoint. Using the least fixpoint
semantics. we are able to prove that TEMPLOG is a fragment of temporal logic that admits a
complete proof system. This semantics also enables us to study TEMPLOG's expressiveness. [or
this. we focus on the propositional fragment of TEMPLOG and prove that the expressiveness of
propositional TEMPLOG queries essentially corresponds to that of finite antomata.

¢ Temporal Logic Programming ([AM1])
Temporal logic is a formalism for reasoning about a changing world. Because the concept of
time is directly built into the formalism. temporal logic has heen widely nsed as a specification

langnace for programs where the notion of time i~ central. For the same reason. it is natural
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to write such programs directly in temporal logic. We developed a temporal logic programming
language, TEMPLOG, which extends classical iogic programming languages, such as PROLOG. to
include programs with temporal constructs. A PROLOG program is a collection of classical /lorn
clauses. A TEMPLOG program is a collection of temporal Horn clauses. that is, Horn clauses with
certain temporal operators. An efficient interpreter for PROLOG is hased on SLD-resolution. \We
base an interp.eter for TEMPLOG on a restricted form of our temporal resolution svstem. temporal
SL D-resolution.

e A Hierarchy of Temporal Properties ([MP1])

We proposed a classification of temporal properties into a hierarchy which refines the known
-afety-liveness classification of properties. The classification is based on the different ways a prop-
orty of finite computations can be extended into a property of infinite compntations.

This hierarchy was studied from three different perspectives, which were shown to agree. Re-
-pectively, we examined the cases in which the finitary properties. and the infinitary properties
extending them, are unrestricted. spe-ifable by temporal logic, and specifiable by predicate au-
tomata. The unrestricted view leads also to a topological characterization of the hierarchy as
occupying the lowest two levels in the Borel hierarchy.

For properties that are expressible by temporal logic and predicate automata. we provide a sva-
ractic characterization of the formnulae and automata that specify properties of the different classes.
I'he temporal logic characterization strongly relies on the use of the past temporal operators.

Corresponding to each class of properties. we presented a proof principle that is adequate for
proving the validity of properties in that class.

PH.D. THESES

s The Temporal Specifications and Verifications of Real-Time Systems i [H2])

We ceneralize the temporal-logic approach to the analysis of reactive systems to real-time
svstems. The complete methodology includes the following four components:

e an abstract computational model for real-time systems. We add a global. discrete. and asvn-
chronous clock to the interleaving model of concurrency. Traditional transition systems are
extended to real-time transition systems by including lower-bound and vpper-bound real-time
cons<traints for transitions. We show how to model both communication by shared variables
and by message passing.

s o formal specification language. We analyze and compare the complexity and expressiveness of
three extensions of temporal logic. GCTL refers to time throngh a special clock variable: TP,
replaces the clock variable by the “freeze™ quantifier: MTL expresses timing constraint~ by
hounded temporal operators. It is shown that while all three languages are equally expressive.
only the latter two logics have elementary decision problems.

o a model-checking algorithm for the verification of finite-state systems. We give tableau-decision
procedures for both TPTL and MTL, and show how these algorithms can be used to verily
properties of finite-state real-time transition systems. The automatic-verification problen: is
shown to be unsolvable for more expressive specification languages.

s a (relative) complete proof system. The proof svstem for the deductive verification of real-time
transition svstems consists of two parts. In the general part, we give a complete proof system
for TPTL. In the program part. we present relative complete proof rules for the verification




of bounded-invariance and bounded response properties of a given real-time transition systeni.
Two distinct real-time verification styles are contrasted.

¢ Temporal Reasoning for Real-Time Systems ([A})

Various temporal logics and w-antomata have been proposed and extensively studied for formal
specification and reasoning ahout the behavior of reactive systems over time. However. niost of
these methods are for qualitative temporal reasoning: there is a large class of systems, called real-
time systems -— systems whose correctness depends on the actual timing of events, that cannot
be handled by these inethods. For example, the standard temporal logics cannot specify the hard
real-time requirements such as. the svstem responds within 5 seconds. Also, while modeling a
system, there is no way to model the timing delays and constraints of the physical components.
With the increasing use of the computers for real-time applications, there is a pressing need for
developing form«! methcds for the analvsis of time-dependent systems. In this thesis. we extend
the scope of the temporal logic and automata based methods to the real-time systems.

We consider wayvs 1o generalize the syntax and the semantics of the temporal logics so as
to allow expres.‘on of the real-time counstraints. \We address questions such as what is the right
notation. how to model time, and what tvpe of timing constraints should be allowed. We study
different theoretical issues such as complexity. and expressiveness, and whenever possible, give
decision procedures.

A particularl interesting case is when time is modeled by a dense linear order. In this frame-
work. we consider how to model a real-time system as a finite-state automaton (augmented with a
mechanism to model delavs). We formalize the real-time equivalent of the notion of regular trace
sets. and studv its langnage-theoretic properties useful in verification. We also develop model-
checking algorit litus hased on our model.

We believe that the results of this thesis provide a basis for the future attempts towards
the formal vertfication of hardware. communication protocols, control systems, and asvinchronous
concurrent svstems in general.
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